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Why do we need?

And other reasons:
▶ NIST called an "additional post-quantum signature";

▶ We need diversity of schemes based in different mathematical
problems;

▶ It is nice to have a scheme that you are into it!
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What is code-based?

Linear codes
Code-based cryptography uses error correction codes to achieve
cryptographic schemes.
The advantages are:
▶ We know that linear codes can achieve NP-Hard problem

(Decoding);

▶ Most of the times, the schemes are fast;
▶ We have small ciphertext or small signatures.
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What is code-based?

Which Schemes?
There are several signature schemes based in codes.
For example: Fuleeca, LESS, MEDS, Wave, and others.

The main problem is keys or
signature sizes.
▶ Fuleeca - pk: 1,380 bytes,

sig: 1,100 bytes.
▶ LESS - pk: 14,029 bytes,

sig: 8,602 bytes.
▶ MEDS - pk: 9,923 bytes,

sig: 9,896 bytes.
▶ WAVE - pk: 3,677,390

bytes, sig: 822 bytes.
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What is Wave?
but first definitions...
▶ Consider a function H;
▶ f a trapdoor one-way function;

▶ To sign a message m:
compute σ ∈ f −1(H(m)).

▶ to verify (m, σ):
check f (σ)

?
= H(m).

f needs to surjective.
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What is Wave?

Code-based - Signature
We can have one-way functions in code-based cryptography.
For example:
fw : (c, e) ∈ C × {e : |e| = w} → c + e.
Inverting fw is decoding C at distance w .

For some w , it is easy to
invert fw .
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What is Wave?

Wave - Signature
In WAVE, we take advantage of certain properties and that we have
the control of the parameters to find a code C that is hard enough
that cannot be decoded without the trapdoor function. In the end
we can instantiate the signature as:
▶ Public Data: a hash function H, an [n, k]-code C and the

distance w ;
▶ Signing m:

1. Hash: m→ y = H(m);
2. Decoding: find with a trapdoor c ∈ C such that |y − c | = w .

▶ Verifying:
c ∈ C and H(m)− c | = w
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What is Wave?

Wave - Signature
To achieve such security we need to define some parameters first.

In the end, the trapdoor of WAVE is: U as [n/2, ku]-code, V as
[n/2, kv ]-code, and the vectors b, c , d ∈ Fn/2

q and a permutation π.
Also, WAVE works in Fq where q = 3.

The security assumption of WAVE:
It is hard to distinguish random and generalized (U|U + V ) codes;
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What is Wave?

Wave - Signature
Given the secret-key/trapdoor: U,V , b, c , d and π. One can
decode as the following:

1. Given y ∈ Fn
q, break y = (yL|yR)π;

2. Compute any xV ∈ V with Prange’s Algorithm;
3. Using Prange’s algorithm: compute xU ∈ U by choosing the

kU symbols xu(i)
′s such that:

xU(i) + b(i)xV (i) ̸= yL(i)

c(i)xU(i) + d(i)xV (i) ̸= yR(i)

4. Return c = (xU + b ⋆ xV |c ⋆ xU + d ⋆ xV )
π.
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What is Wave?

Wave - Signature

The typical distance w will be:

w = 2ku + 2
q − 1
q

> w+
easy = (kU + kv ) +

q − 1
q

(n − (kU + kv ))
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The key generation looks like this:
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The signature looks like this:
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The verification looks like this:
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How do we represent F3?

Representation of F3

We can see the elements of F3 as {0, 1, 2} and if we represent them
in a binary form, we end up with 00, 01, 10, respectively. How do
we represent this? Is this the best form?
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How do we represent F3?

Representation of F3

Well, from the literature, the best way of representing the an
element from F3 is as a composition of two elements as (ah, aℓ),
and then represent each element as:

0←→ (0, 0), 1←→ (0, 1), 2←→ (1, 1).

The main reason is because of the arithmetic. In this way we can
use bitslice and use less operations.
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How do we represent F3?
Operations in F3

Addition and subtraction in F3 requires 7 binary operations,
negation in F3 requires 1 binary operation, and multiplication in F3
requires 3 binary operations. A ternary vector x = (xi )0≤i<n where
xi ←→ (xi ,h, xi ,ℓ) is represented by (xh, xℓ) with xh = (xi ,h)0≤i<n

and xℓ = (xi ,ℓ)0≤i<n.

c = a + b ⇐⇒
{

ch = (aℓ ⊕ bh)& (ah ⊕ bℓ)
cℓ = (aℓ ⊕ bℓ) | (ah ⊕ bℓ ⊕ bh)

c = a− b ⇐⇒
{

ch = (aℓ ⊕ bℓ ⊕ bh)& (ah ⊕ bℓ)
cℓ = (aℓ ⊕ bℓ) | (ah ⊕ bh)

c = −a ⇐⇒
{

ch = ah ⊕ aℓ
cℓ = aℓ

c = a ⋆ b ⇐⇒
{

ch = (ah ⊕ bh)& aℓ& bℓ
cℓ = aℓ& bℓ.
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Other aspects of implementation

Constant-time implementation
We have several functions that need to be constant time. For
example:
Gauss Elimination in F3, the decoders, and the random sampling.
For the Gauss elimination, we did a small tweak for the reduce and
normalize operations.

normalizeℓ(x) = (1 + xℓ − x2
ℓ ) · x

and

reduceℓ(x, y) = (x2
ℓ · x + (1− x2

ℓ )) · y, (1− x2
ℓ − xlyl) · x + x2

ℓ · y
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Open Problems

Are we done?
I believe that we are far away from optimize WAVE. Here we have
some of the possible tweaks.
▶ Decrease the key sizes;
▶ Verify the parameters;
▶ Speed up the Gaussian Elimination (partially is done using 4

Russians method by Marianna);
▶ Hardware implementation of Wave.
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Questions

Thank you for your attention.
Questions?

gustavo@cryptme.in
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